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Shape recognition using fuzzy string-matching
technique

W-Y Wu* and C-S Lai

Department of Industrial Engineering and Management, I-Shou University, Kaohsiung, Taiwan 84008

Abstract: Object recognition is a very important task in industrial applications. Attributed

string matching is a well-known technique for pattern matching. The present paper proposes a

fuzzy string-matching approach for two-dimensional object recognition. The fuzzy numbers are

used to represent the edit costs. Therefore, the edit distances are also presented as fuzzy

numbers. The attributed string-matching problem is then equivalent to a fuzzy shortest path

problem. The edit distance between two shapes is presented as a fuzzy number. By ranking the

fuzzy edit distances, the input shape is classified as the reference shape that has the minimum

fuzzy edit distance. The experimental results show that the proposed method can effectively

recognize two-dimensional objects.

Keywords: object recognition, string matching, shortest path, fuzzy numbers, feature

extraction

1 INTRODUCTION

Flexibility in designing and manufacturing products

is very important for modern and future industry.

The use of computer vision can contribute much

more in this area. The primary goal for a manu-

facturing eye is to build systems that can globally

understand the scene being detected. In general, there

are three valuable applications of computer vision in

industrial environments. They are (1) identification

and location determination, (2) visual inspection and

(3) control of machines and processes.1

A vision system may be required to identify objects

in an automated warehousing environment or be

needed in some other situations. The present paper

focuses on the determination of identification and

location, specifically two-dimensional (2D) object

recognition. Recognizing 2D objects is very impor-

tant and practical, because the thickness of many

mechanical parts is considered to be insignificant

compared with the other two dimensions. It has been

agreed that representation and matching are the two

major problems involved in pattern recognition. To

solve these problems, various methods have been

proposed.2

The 2D object recognition techniques can be

classified into two major categories: the statistical

method and the syntactic method. Generally, the

former fails to make use of the structural information

of the shape, and the latter is sensitive to noise.

Hence, a combined approach has been proposed,3–10

which will have the merits of both methods and

eliminate the corresponding disadvantages.

Fu3 pointed out that the statistical and syntactic

approaches should be unified to solve the pattern

recognition problems. Tsai and Fu6 used the attrib-

uted grammar to combine statistical and syntactic

methods. Three types of edit operations, namely,

changes, insertions and deletions of symbols are

defined for transforming one string into another. Tsai

and Yu7 proposed attributed string matching with

merging, which involves more powerful edit opera-

tions. With the merging operation, the recognition

rates can be increased. Further, Tsay and Tsai8

introduced another new edit operation, i.e. split, to

the attributed string matching. The above methods
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used the lengths and angles of the approximated

polygons as features.

Although the recognition rates can be increased by

introducing new powerful edit operations, the above

methods have three main drawbacks: (1) the edit

sequence is too complex; (2) it is not easy to define the

edit costs of these two new edit operations; and (3)

they need to define a reference line to compute the

angles. To solve the above three disadvantages,

Maes4,5 proposed a cyclic string-matching technique

for polygonal shape recognition. Only the three

conventional edit operations were needed for cyclic

string matching. However, the recognition results

are not reported in the paper. Wu9 used the reciprocal

of the compactness as the features and developed

a cyclic string-matching method for recognizing

objects. Wu and Wang10 proposed a two-stage cyclic

string-matching approach to solve the recognition

problem. They used both local and global informa-

tion in determining the similarities of two objects.

Fuzzy set theory has recently become an attractive

approach to the pattern recognition problem.11–13

Owing to the uncertainty principle, fuzzy sets des-

cribe the similarity by membership functions instead

of crisp concept. Hottori and Takahashi12 used the

nearest-neighbour rule to classify pattern. Keller

et al.13 proposed a fuzzy k-nearest neighbour

approach to the problem of pattern classification.

Zahid et al.14 proposed an unsupervised fuzzy cluster-

ing approach to solve the clustering problems. Klein

proposed a model based on fuzzy shortest paths.15 He

used a dynamic programming approach to solve the

fuzzy shortest path problem. Okada and Soper

developed an algorithm based on multiple labelling

methods for a multi-criteria shortest path problem.16

The present paper proposes a fuzzy string-

matching method. After the relevant features are

extracted from objects, the edit costs are then pre-

sented as fuzzy numbers instead of crisp numbers.

First, cyclic fuzzy string matching is performed to

find the edit distances between the input and reference

objects. The fuzzy edit distances are then ranked by a

fuzzy number ranking method.17 The input shape is

classified as the reference shape that has the minimum

fuzzy edit distance among all the reference shapes.

Section 2 presents the proposed fuzzy string-

matching method and the operations involved in

the cyclic string-matching problem. The experimental

results are shown in section 3. The concluding

remarks are presented in section 4.

2 FUZZY STRING-MATCHING ALGORITHM

2.1 Overview of cyclic string-matching technique

In the following, the notations in cyclic string

matching are introduced.18 The sequence of symbols

s1s2…sn is called the string s. Let |s| be the length of

string s. The string with zero length is called the null

string, and it is denoted by l. For convenience, l also

represents the null symbol. Suppose that s and t are

two strings, and let |s|5n and |t|5m.

The edit graph associated with s and t can then be

determined by the weighted graph G (see Fig. 1) with

vertices v(i, j), for i50, 1, …, n, j50, 1, …, m. The

weights of the three types of arcs of G can be found

by an edit cost function e.

1. Insertion. [v(i, j), v(i, jz1)] with weight w0,jz15

e(l, tjz1), for i50, ..., n, j50, ..., m–1.

2. Deletion. [v(i, j), v(iz1, j)] with weight wiz1,05

e(siz1,l), for i50, ..., n–1, j50, ..., m.

3. Change. [v(i, j), v(iz1, jz1)] with weight wiz1,jz15

e(siz1, tjz1), for i50, ..., n–1, j50, ..., m–1.

The problem of finding a minimum cost edit sequence

from s to t is now equivalent to find a shortest path in

G from v(0, 0) to v(n, m).19 This algorithm takes

O(mn) times to be an optimum.20 The thick lines in

Fig. 1 show the shortest path and its corresponding

edit sequence.

The above method solves the linear string-to-string

correction problem by finding the edit distance and

its corresponding edit sequence. Hence, the problem

is to find the edit distance d([s], [t]) and its

1 Edit graph G for |s|55 and |t|54, shortest path, and

its corresponding edit sequence [e1: (s1Rt1), e2:

(s2Rl), e3: (s3Rt2), e4: (s4Rl), e5: (lRt3), e6:

(s5Rt4)]
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corresponding edit sequence, where [s] and [t] are the

cyclic strings of s and t, respectively. The problem

becomes a cyclic string-to-string correction problem.

One can assume that m!n without losing the

generality, and the strings s and t are the cyclic

strings. Then the edit distance proposed by Maes5 is

d(½s�,½t�)~minfd(s,sj(t)): j~0,1,:::, m{1g (1)

where sj(t) is the string obtained from t after j cyclic

shifts.

To calculate the edit distances, let tt5

t1t2…tmt1t2…tm be the string which concatenates t

with itself. One can first construct the edit graph H

associated with s and tt (see Fig. 2). Then one can

determine the edit distance d[s,sj(t)] by finding the

shortest path from v(0, j) to v(n, mzj), for j50, 1, ...,

m–1. The minimum edit distance can be found, and

its corresponding edit sequence can be identified. This

algorithm can be done in O(mn log m) times.4

2.2 Primitive feature extraction

For the robustness of the recognition algorithm, it

is desirable that the features should be translation-

invariant, rotation-invariant and scale-invariant

(TRS-invariant). Since the dominant points on the

object boundary are sufficient to represent the shape

of an object, the primitive features are derived using

the information on the dominant points.

Suppose Pi, i51, 2, ..., N, is the ith point with

coordinates (xi, yi) on the boundary of the object. The

dominant points on the boundary of the object can be

detected by a dynamic method.21 The detected

dominant points are denoted as Vis, for i51, 2, ...,

M. Suppose the centroid of the object is C(xc, yc).

Figure 3 shows the features used for the fuzzy string

matching in the experiments.

1. Relative distance: The first feature is the relative

distance between the vertices and the centroid of

the object.22 This is, di5 ViC
�� ��, where di is the ith

relative distance.

2. Length and angle: The second feature is the length

and angle of the approximated polygons. Let li
and Hi be the length of ViViz1 and the angle of

%Vi–1ViViz1, respectively.

3. Modified compactness: The area of the triangle

formed by the two adjacent dominant points and

the centroid will be zero when these three points

are on the same line. Therefore, the modified

compactness, ci, can be defined as9

ci~p2
i =(aize) (2)

where pi5 ViViz1

�� ��z ViC
�� ��z Viz1C

�� �� is the perimeter,

ai is the area of the triangle, and e is a small positive

real number.

In order to make the features independent of

position, orientation and scaling, these features should

be normalized. The features are the relative distances,

lengths and angles. These quantities are divided by

their maximum value as in the following formula:

f 0i ~
fi

maxf
(3)

2 Edit graph H associated s and tt, shortest path and

edit sequence [e1: (s1Rt3), e2: (s2Rt4), e3: (s3Rl), e4:

(s4Rt1), e5: (s5Rt2)]

3 Four different features: (a) relative distances

di5 ViC
�� ��; (b) length li5ViViz1 and angle

Hi5%Vi–1ViViz1; (c) modified compactness

ci5pi
2/(aize)
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where fi, fi9 and maxf are the feature, the

normalized feature and the maximum value of

features, respectively.

2.3 Fuzzy string matching

Let I and R be the input shape and the reference

shape, respectively. For convenience, the approxi-

mated polygons of the shapes are also denoted by I

and R. Furthermore, let n and m be the numbers of

vertices for I and R, respectively. Now, the features

are denoted as the symbols, and one can use the

strings s5s1s2…sn and t5t1t2…tm to represent the

input shape and the reference shape, respectively.

The features and the vertices of polygons are both

cyclic. The problem of matching two shapes is

therefore identical to the cyclic string matching

between strings s and t. Given an edit cost function

e, one can construct the edit graph H associated with

s and tt to find the shortest path. The paired symbols

of I and R can then be found by tracing the minimum

cost edit sequence. Thus, the matching relation

between the vertices of I and R can be determined.

Suppose that the two ordered sequences BI5(I1, I2,

…, Ik) and BR5(R1, R2,…, Rk) are used to represent

the matching result. This means that the Ijth vertex of

I matches with the Rjth vertex of R. In addition, Vi9

and Wi9 indicate the vertices of the ith matched pair

for the two shapes. These two ordered sequences are

called the best-matched pair of I and R, and the

minimum edit distance in the string matching stage is

called matching cost. Therefore, the dissimilarity of

two shapes can then be defined as the matching cost

between them.

It is important to define a cost function in string

matching. Maes5 gave a cost function by using the

lengths and angles as the features.

e(si?tj)

jsi{tjj,
wjsi{tjj,

?,

8><
>:

if si and tj are angles,

if si and tj are lengths,

otherwise,

(4)

e(si?l)~e(l?si)~
jsij if si is an angle,

wjsij if si is a length,

(
(5)

where w is a weighting factor.

The above formula is quite straightforward, but

the major disadvantage is that one must choose a

proper weighting factor w. It is not an easy task to

set the weight and it may be very tedious. In order

to the weight setting problem, one can define the

edit cost function that is suitable for either the

one-dimensional or higher dimensional features.

e(si?tj)~ si{tj

�� �� (6)

where ||*|| is the norm of the vector *.

In the conventional string-matching approach, the

input shape can then be classified as the reference

shape with the minimum matching cost. However,

owing to the uncertainty principle, the edit costs can

be defined as the triangular fuzzy numbers, as seen in

Fig. 4. The triangular fuzzy number A5(r, a, b) is a

fuzzy number with membership function fA defined as

fA(x)~

(x{rza)=a, r{a¡x¡r,

{(x{r{b)=b, r¡x¡rzb,

0, otherwise

8><
>: (7)

Instead of the crisp definition in equation (6), the edit

cost is represented as a fuzzy number in this paper. In

fact, the fuzzy edit cost is defined as

e(si?tj)~(r,a,b) (8)

where r5 si{tj

�� ��, and a and b are constants.

Adding two triangular fuzzy numbers (see Fig. 5)

can be defined as follows:16

(r1,a1,b1)+(r2,a2,b2)~(r1zr2, a1za2,b1zb2) (9)

The edit costs in equation (9) are defined as fuzzy

numbers. They represent the weights of the arcs on

the network in Fig. 2. That is, the edit graph is a fuzzy

edit graph. Therefore, the edit distances between two

shapes are also the fuzzy numbers. In each stage of

finding the shortest path in the fuzzy edit graph, the

fuzzy edit distances should be ranked to find the

minimum fuzzy number. Thus, the fuzzy shortest

paths can be found by ranking fuzzy numbers.

The method for ranking fuzzy numbers can be

done by a simple method proposed by Liou and

4 Triangular fuzzy number A5(r, a, b)
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Wang.17 They used the integral values of the inverse

of membership functions to rank fuzzy numbers. For

a fuzzy number A5(r, a, b), the total integral value

can be constructed from the left integral value, and

the right integral value is two values. The total

integral value IT(A) with index of optimism a is then

defined as

IT(A)~aIL(A)z(1{a)IR(A) (10)

where a is a constant.

The left integral value IL(A) and the right integral

value IR(A) of a triangular fuzzy number A5(r, a, b)

can be found as (see Fig. 6)

IL(A)~r{
a

2
(11)

and

IR(A)~rz
b

2
(12)

From equations (10)–(12), the total integral value of

a triangular fuzzy number is defined as

IT(A)~rz(b{(azb)a)=2 (13)

For two triangular fuzzy numbers, the total integral

values can be found by equation (13). By comparing

the total integral values, one can rank the corre-

sponding fuzzy numbers. For triangular fuzzy num-

bers, it is very effective to find the inverse of the

membership functions. Therefore, the integral values

can be found effectively: for example, for two fuzzy

numbers A15(12, 11, 17) and A25(18, 10, 11) as

shown in Fig. 7. From the formula in equation (13)

one can find that

IT(A1)~20:5{14a (14)

and

IT(A2)~17{5:5a (15)

If a51, then IT(A1)56.5 and IT(A2)511.5. In this

situation, one has a smallerA1. However, if a50, then

IT(A1)520.5 and IT(A2)517. In this situation, one

has a smaller A2. And A1 will be equal to A2 when

a57/17.

Figure 8 shows the flow chart of the fuzzy string-

matching approach. The proposed algorithm can be

summarized as follows:

5 Adding two triangular fuzzy numbers

6 Evaluation of fuzzy number using integral value: (a)

left integral value; (b) right integral value

7 Example of ranking two triangular fuzzy numbers:

IT(A1)520.5–14a and IT(A2)517–5.5a

FUZZY STRING-MATCHING TECHNIQUE 227

IMAG mp028 # RPS 2007 The Imaging Science Journal Vol 55



P
ub

lis
he

d 
by

 M
an

ey
 P

ub
lis

hi
ng

 (
c)

 R
oy

al
 P

ho
to

gr
ap

hi
c 

S
oc

ie
ty

Step 0. Perform dominant point detection by the

curvature-based polygonal approximation

method for each reference shape to obtain

the vertices of the approximated polygon.

Find the features for each of the reference

shapes.

Step 1. Perform dominant point detection on the

input shape and extract significant features

of the input shape.

Step 2. Construct the fuzzy edit graph by using the

fuzzy edit costs, which define the three edit

operations.

Step 3. Perform fuzzy shortest path algorithm to

find the fuzzy edit distances of the input

shape and each of the reference shapes.

Step 4. Classify the input shape as the reference

shape with the minimum fuzzy edit distance.

Step 5. Repeat steps 1–4 until all input shapes have

been recognized.

3 EXPERIMENTAL RESULTS

An experiment was designed to test the performance

of the proposed method. The relative distances, the

lengths and angles, and the modified compactness

were used as the features in the experiment. Further,

nine different hand tools were tested for evaluating

the proposed method (see Fig. 9). As a good object

recognition method should be robust for different

orientations and scales, for each tool image, there are

32 different orientations and eight different scales

conducted in the experiment. The 32 different

orientations were arbitrarily chosen by rotating the

tools, and the positions of the tools were changed at

the same time. For each orientation, seven additional

images were generated by reducing the image to 90%,

80%, 70%, 60%, 50%, 40% and 30% of their original

density in both x and y dimensions. Thus, 256

(53268) testing images for each tool were used for

recognition, and a total of 2304 (596256) testing

images were used in the experiment. In addition, the

opening levels of tools 1–5 were fixed.

The e value in computing the modified compact-

ness is set to 161025. This is used to prevent the case

when the area is equal to zero. All of the four features

are normalized by their maximum values as in

equation (3). The string-matching algorithm (SMA)

and the fuzzy string-matching algorithm (FSMA)

were applied to each testing image for recognition.

Nine settings of the values of (a, b) are used to

evaluate the proposed method: (r/10, r/10), (r/10,

r/100), (r/10, r/1000), (r/100, r/10), (r/100, r/1000),

(r/100, r/1000), (r/1000, r/10), (r/1000, r/100) and

(r/1000, r/1000). For convenience, (10, 10) was used

instead of (r/10, r/10) to present the values of a and b,

8 Flowchart of proposed fuzzy string-matching

algorithm

9 Testing images of nine hand tools
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and similarly for the others. In addition, seven levels

of the values of a were set to be 0.0, 0.1, 0.3, 0.5, 0.7,

0.9 and 1.0, respectively. If a wrong classification is

made, an error will be recorded, and the recognition

rate can be computed. From the experiment, the

recognition rate for the SMA is about 80.51%. For

the FSMA, Fig. 10 shows the recognition rates with

different values of a and different settings of (a, b). In

some cases, the SMA has better performance than

the FSMA. However, from Fig. 10, it is seen that

the FSMA has the better recognition rates in most of

the combinations of a and (a, b). Furthermore, it is

seen that it has the best recognition rate when

a5b5r/100.

The data shown in Table 1 are the recognition

rates for the nine hand tools using the SMA and the

FSMA with a5b5r/100 and different values of a. For

tool 7 in Table 1, it can be seen that the recognition

rates (only about 45.3%) are relatively low for the

SMA. This is because tool 7 is very similar to tool 9.

The use of fuzzy edit cost can improve the recognition

rates significantly. It was seen that all the recognition

rates using the FSMA are larger than 80%. For the

SMA, the recognition rates for tools 3, 8 and 9 are

less than 80%. However, the recognition rates for

tools 3, 8 and 9 are larger than 80%, 86% and 89%,

respectively, when using the FSMA. This indicates

that the proposed FSMA can significantly improve

the recognition rates of tools 3, 8 and 9 when

compared with the SMA. Moreover, using the

proposed FSMA has an increased recognition rate

for all hand tools. This result demonstrates the

advantage of the FSMA. Furthermore, to examine

the recognition rates displayed in Table 1, it can be

seen that the average recognition rates of the SMA,

FSMA with a50.0, 0.1, 0.3, 0.5, 0.7, 0.9 and 1.0 are

80.51%, 88.63%, 90.28%, 94.44%, 95.01%, 95.49%,

95.40% and 92.84%, respectively. It can be seen that

that the proposed FSMA with a50.7 has the best

recognition rate among the different values of a on

average. Overall, it is clear that the use of fuzzy edit

costs tends to give a better performance in recogni-

tion rate than does crisp edit costs.

In order to validate further the effectiveness of the

proposed method, testing of another set of images

was conducted. In this experiment, 10 geometric

shapes were used for evaluation (see Fig. 11). For

each shape, 256 images were also taken in different

orientations and scales (32 different orientations and

eight different scales) as for the hand tools. The 256

testing images were created in the same way as those

in experiment 1. Again, the positions and orientations

of the input shapes were arbitrarily chosen. There

were 2560 (5106256) testing images used in the

recognition experiment as well. The e value in

computing the modified compactness is again set to

161025. For convenience, the values of a and b are

10 Comparison of recognition rates (%) under different

settings of (a, b) and a, for hand tools in Fig. 9

Table 1 Comparison of recognition rates (%) with a5b5r/100 for nine hand tools in Fig 9

Method Tool SMA

FSMA

a50.0 a50.1 a50.3 a50.5 a50.7 a50.9 a51.0

T1 89.5 92.2 95.7 96.1 97.3 98.4 97.7 91.4
T2 95.3 95.3 95.7 98.4 96.5 97.7 98.0 95.3
T3 75.0 80.5 84.4 95.3 94.1 94.5 93.0 91.4
T4 92.6 93.0 94.1 96.1 98.4 96.5 97.7 93.4
T5 90.6 94.1 93.4 96.1 97.3 98.0 97.7 93.4
T6 84.8 86.3 88.3 87.5 95.7 98.0 98.4 96.5
T7 45.3 80.5 81.3 90.6 89.5 93.8 90.2 90.2
T8 73.4 86.3 89.5 94.5 92.6 90.6 92.6 89.5
T9 78.1 89.5 90.2 95.3 93.8 91.8 93.4 94.5
Average 80.51 88.63 90.28 94.44 95.01 95.49 95.40 92.84
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set to a5b5r/100. The comparison results in recogni-

tion rates for the SMA and FSMA with a5b5r/100

under different values of a are shown in Table 2.

For the corresponding algorithms, the recognition

rates listed in Table 2 are larger than those presented

in Table 1. All the algorithms perform better on

recognition rates for the testing images in Fig. 11

than those in Fig. 9. This is due to the fact that the

geometric shapes are simpler than the hand tools.

Furthermore, the recognition rates for using the

FSMA are better than those of the conventional

SMA. However, it is clear that the effect of using

fuzzy costs is not very significant for simple shapes

such as the testing images in Fig. 11. That is, the

proposed FSMA can improve the recognition rates

most in recognizing complex objects when compared

with conventional SMA.

4 CONCLUSIONS

Attributed string matching is a useful tool for 2D

object recognition, but it tends to be affected by

uneven segmentation problems. The present paper

evaluated the cyclic string-matching technique for 2D

object recognition. The fuzzy string-matching

approach was used to improve the recognition rates.

The edit cost is formulated as a fuzzy number instead

of a crisp number. Therefore, the edit distance is also

a fuzzy number, and the string-matching problem

was equivalent to a fuzzy shortest path problem. The

memberships for the input shape with the reference

shapes are then determined as fuzzy edit distances. By

ranking the fuzzy edit distances, the input shape is

classified as the reference shape that has the minimum

fuzzy edit distance. Two sets of testing images were

evaluated under different levels of orientation and

scale in the experiments. The results indicate that

using the fuzzy string-matching method gives super-

ior recognition performance to using the conven-

tional method.
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