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Automatic White Balance for Digital Still Cameras’

VARSHA CHIKANE AND CHIOU-SHANN FUH
Department of Computer Science and Information Engineering
National Taiwan University
Taipei, 106 Taiwan

In recent years digital cameras have captured the camera market. Although the fac-
tors that consumer consider is the quality of the photographs produced. White balance is
one of the methods used to improve the quality of the photographs. The basic white bal-
ance methods are, however powerless to handle all possible situations in the captured
scene. In order to improve the white balance we divide this problem in three steps-white
object purification, white point detection, and white point adjustment. The proposed
method basically solves the problem of detecting the white point very well. The experi-
mental results show that the proposed method can achieve superior result in both objec-
tive and subjective evaluative terms. The complexity of the proposed system is accept-
able. The propose method can be easily applied to digital cameras to obtain good results.

Keywords: white balance, white point, gray world assumption, perfect reflector assump-
tion, color balance

1. INTRODUCTION

Whenever a scene is captured by a digital camera, every pixel value of the recorded
scene depends upon the 3-sensors response which is affected by the illuminant of that
scene. A distinct color cast appears over the captured scene. This effect appears in the
recorded image due to the color temperature of the light source. When a white object is
illuminated with a low color temperature light source, the object in the captured image
will be reddish in color. Similarly, if the white object is illuminated with a high color
temperature light source, the object in the captured image will be bluish in color. To de-
velop a white balance algorithm it is necessary to render the information about the illu-
minant of the scene.

Human vision may not be able to distinguish color differences caused by various
light sources due to the “color constancy” of the human eye [1]. Colors remain constant
through recognition even though they are viewed under different light sources. In sum-
mary, the mechanism employed in digital cameras to compensate for color differences
caused by various light sources is white balance. This is the main focus of our investiga-
tion.
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2. BACKGROUND
The traditional methods used to adjust the white balance are described below.
2.1 Gray World Method (GWM)

The gray world assumption [2] states that, given an image with a sufficient amount
of color variation, the average value of the RED, GREEN, and BLUE components of the
image should average out to a common gray-value. With the gray world assumption, the
average reflectance of the visible surfaces in every scene is assumed to be gray in order
to estimate the spectral distribution of the illuminant. This method takes an image and
scalesitsred, green, and blue color components to make the gray world assumption hold.

2.2 Perfect Reflector Method (PRM)

In the perfect reflector assumption [4], the RGB values of the “brightest” pixel in an
image is the glossy or specular surface. For any white balancing algorithm, it is most
important to gather information about the surfaces in the scene as well as the illuminant
of the scene. The specularity is helpful for conveying a good amount of information
about the illuminant as it reflects the actual color of the light source. It locates the refer-
ence white point by finding the pixel with the greatest luminance value and performs
white balance adjustment according to the reference white point.

2.3 Fuzzy RulesMethod (FRM)

In FRM [3], the image is converted from the RGB color space to the YCrCb color
space, and the color’ s characteristics in the YCrCb color space are used for white balance
adjustment. The image is divided into 8 segments for more precise white balancing.

The fuzzy rules based on experimental results are described below:

1. The averages of C; and C, for each segment can be weighted with small values under
the conditions of high-end and low-end luminance in order to keep the color compo-
nents from becoming saturated and colorless.

2. The averages of C; and C,, for each segment are weighted less for dark colors than
bright colors.

3. When a large object or background occupies more than one segment, its color will
dominate that segment. The ratios of C, to C, will be similar among adjacent segments.
The given weighting for those segments that are uniform in chromatic color is kept
small in order to avoid over-adjusting the color of the image.

4. If theratio of C, to C, for a segment is roughly between — 1.5 to — 0.5, then the prob-
ability of it being awhite region increases, and the given weighting is the largest.

Besides these basic methods, another method is Chiou’'s white balance [6] method,
which tries to overcome the drawbacks of the basic methods.
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2.4 Chiou’s White Balance M ethod (CWBM)

This method is divided into three units; the white point detecting unit, white balance
judging unit, and white balance adjusting unit.

2.4.1 White point detecting unit

In this unit the reference white points are detected. First the rough reference white
pixels are detected from YCrCb data of an image. Next, the pixels satisfying the Eq. (1)
are picked up:

\CF +CE <CHy, 1)

where threshold CHy, is equal to 60 and |C2 +C? is the chromaticity value. Then, the

pixels among the rough reference white pixels satisfying Eq. (2) are selected as precise
reference white pixels:

RZ R{hl G = Glhl B = B[h!
|C.| < AB,, |Cy| < AB,, 2
R<CI/Cy <R,

where, Ry, Gy, and By, are thresholds picked up from the eightieth percentile of each
component histogram. AB; (= 45), and ABy, (= 45) are the absolute values of C,, and C,
respectively and R (= — 1.25), and R, (= — 0.75) are the lower and upper ranges of the
ratio of C, to C,. Finaly, the averages of the rough reference white pixels and precise
reference white pixels are calculated as (R, Gy, B;) and (R;, G,, By), respectively.

2.4.2 White balance judging unit

This unit judges whether or not white balancing should be applied to the image.
First, the R.ogn, ratio of the rough reference white pixels to all of the pixels in the image,
and Ryise, ratio of precise reference white pixels to al of the pixels in the image are
calculated. Second, Prougn, defined as the prescribed proportion (0.2 in our experiment),
and Pyredise, defined as prescribed proportion (0.05 in our experiment). Finally, mode M,
isset tothevalue0, 1, or 2 asshown in Fig. 1.

2.4.3 White balance adjusting unit

This unit adjusts the white balance according to the mode M,. First, the scale factors
are calculated according to the rough reference white point (R gain, Grgains Brgain) » @1d @so
according to the precise reference white point (Rugain, Gpgains Bpgain)- If Ma is set to avalue
of 2, then the white balance is adjusted according to (Rogain, Gpgains Bpgain)- If Ma iSset to a
value of 1, then select the minors between (R gain, Grgain: Brgain) @d (Rogains Gpgainy Bpgain)-
Next if M, is set to avalue of 0 then white balance adjustment is not applied.
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Rrough 2 Prough

Rprecise > Pprecuse

Rprecise 2 I:)precuse No

Fig. 1. Conditions for the setting mode.

For adjusting the extreme scale factors to obtain acceptable values, the sigmoid
function shown in Eq. (3) is used:

Y=1.05* (1 + tanh(X — 1.25)) + 0.4, ©)

where X isthe original scale factorsand Y is the adjusted scale factors.

3. EXPERIMENTS

The Camera used in our experiments was set to the raw data mode to prevent image
processing. The binary color interpolation scheme was applied to get RGB image data.
To obtain more precise information about the color variation due to different light
sources, we captured GretagM acbeth ColorChecker images under two conditions: vary-
ing the lighting conditions and varying the object conditions. To vary the lighting condi-
tions, we captured GretagM acheth ColorChecker images under standard light sources, as
shown in Table 1, and also captured GretagMacbeth ColorChecker images under natural
and household light sources.

Table 1. Light sourcesused in our experiments.

Light source Daylight | Cool white TL84 Inc. A’ Horizon
Color temperature (°K) 6500 4180 4100 2850 2300

To vary the object conditions, images were captured with and without ColorChecker.
According to the CWBM and FRM, the white points were detected by using predefined
values of C, and C,,. In most cases, this predefined range for C, and C, was used to select
another color pixel as the white point. Our main purpose was to use this small range to
detect the white points in the desired image. Based on the experiments and our observa-
tions, we propose a new approach to white balance adjustment.
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4. NEW APPROACH TO WHITE BALANCE ADJUSTMENT

We propose using a white object purification step. According to our observationsin
the experiments, if we purify the white object, then it is easy to detect in image. For this
purpose, we apply histogram equalization to the desired image, extract information about
the pixels belonging to the white point, and then use this information to select the white
point in the original image. This new approach to white balancing involves the steps
shownin Fig. 2.

Start Start

A

Store the original image
White Object Purification data lorg (Rorg, Gorg: Borg)
¥ Apply the hist ; dlization t
e histogram onto
White Point Detection m[:])py IStogram equaizet
age lorg
A 4 ‘
White Balance Adjustment Cover image space form RGB to
YC:Cb, lnist (Yhist, Crhisty Christ)
A 4 l
End White point detection
Fig. 2. The steps in the proposed method. Fig. 3. Flowchart of white object purification.

4.1 White Object Purification

In the first step, white object purification is performed to purify the white object in
such a way that the color cast over the white object is removed. Applying histogram
equalization to the RGB channel separately results in removal of the color cast over the
white object. After this step, white object detection can be performed more easily.

The flow chart of white object purification is shown in Fig. 3. First we store the
origina image data. Next we apply histogram equalization to each RGB channel sepa-
rately. Then, YC,C,, color space data (Yhis, Crhis: Conig) Of histogram equalized image is
calculated.

4.2 White Point Detection

In this step, first, we detect those pixels satisfying Eq. (4) as probable white pixels
and the average of the selected probable white pixels is calculated as, Y55, Ciiy, and
Ciby- If no probable white pixel is detected, we stop for the white balancing process.

The flow chart of the detection of probable white pixelsis shownin Fig. 4.
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| White object purification |

Pick up pixels one by one from i
(Yhist, Crristy Comiist)

Detection of the probable white pixels

¥

Select the minimum and maximum between
bright bright bright
Yais  Criig » Conige and Y33, CR%, Coifly S

Y, Cq, and Cy, Yy, Cry, and Cyy, respectively.

his = 210, and
=3 < Crhigt, Conig < +

The pixel istaken as probable
white pixel

1 < Yhie < Yo
c:rl < CrHist < C:ru
Col < Cphiist < Ciy

Isthe next pixel
available?

No Count the current position pixel
Detect the brightest pixel Yo, chrig chrigh (Revg: Gavg, Bavg) as reference white pixel
among the probably white pixels

- Isthe next pixel
Do probable with available?

pixels exist?

Calculate the average probable Ca CL_JI ate_the average of reference
white pixels as Y2%,C39,,C2%, white pixels as W(Ry, Gu, Bu)
White point detection White bal ance adjustment ‘
Fig. 4. Detection of probable white pixels. Fig. 5. White point detection.
Yhig = 210, and — 3 < Cypigty Conig < + 3. 4

Next, select the brightest pixels as Y™ CPiI™ cMio ith highest Yiig value,
and C,yig, Conig Values should be closest to zero, among all probable white pixels. Sec-
ond, if the pixels, from the histogram-equalized image data satisfy Eq. (5), then select the
corresponding position pixels from the original image in RGB color space data as refer-
ence white pixels.

Y < Yhis £ Yy, Cii < Cryigt < Cruy Gt < Cpiig < Cou %)

where, Y, C,, and Cy are lower limits: the minimum values between YSid™, chrid
Cot and Y32, CRE,, CA49. . Similarly Y,, Cy,, and Cy, are upper limitsthe maximum
values between YSrdm chiaht - chridht ang 29 ca0  cA9 . Finally, the average of
those reference white pixelsis calculated as reference white point W(R,,, Gy, By).

The collected white balance data are then transferred to the white balance adjust-
ment unit. The flowchart of white point detection is show in Fig. 5.
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4.3 White Balance Adjustment

First, we collect the data from the white point detection unit and proceed with white
balance adjustment. Then, scale factors are calculated according to the reference white
point W(R,,, Gy, By) for the respective color component as shown in Eq. (6):

Recate = Yu/Ru, Gsale = Yo/ Gy Bscatle = Yu/Bus (6)
where, Y,, is calculated using Eq. (7):
Yw=0.299* R, + 0.587 * G, + 0.114 * B, (7
Next, the scale factors are calculated according to GWA as shown in Eq. (8):
Rowa = Yavg/ Ravgs Gowa = Yavg/ Gavga Bowa = Yavg/ Bavg. (8)
Finally, decisions are made for selecting proper scale factors based on the color cast
over the image. To determine the color cast over the image, we convert the average val-
ues of the probably white pixels, Yjg, Cii, Ciiy from YCrCb to RGB color space as
e, Gi'e, BAS. Next, we use Egs. (9) to (11) to find bluish, greenish, and reddish

color casts respectively. Although these equations are based on observation, it is appro-
priate to use them to find the color cast over the image.

Big +3=GHY and BYS > RS, 9
Gfix +3> Rl > Biia (10)
fis > Ghiig > Blig- (11)

After finding the color cast, we apply the scale factors. In case of a bluish cast, the
scale factors are selected as shown in Eq. (12):

Reactor = Recaler Gractor = Gscales Bractor = Bowa. (12)
In the case of areddish cast, the scale factors are selected as shown in Eq. (13):
Reactor = Rowa, Gractor = Gscales Bractor = Bractor- (13)
In the case of agreenish cast, the scale factors are selected as shown in Eq. (14):
Reactor = Recaler Gractor = Gewas Bractor = Bowa- (14

The selected scale factors are applied to the whole image in order to get a white bal-
anced image. The flowchart of white balance adjustment is shown in Fig. 6.
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White point detection

v

Calculate the scale factors Reae = Yo/ Ru,
Ggcale = Yu/Gw and Bgeale = Yu/Bw

v

Calculate the scale factors Rewa = Yavg/Ravgs
Gowa = Yau/Gavg aNd Bowa = Yaug/Bavg

y

Calculate the color cast
colorcast as 0, 1, 2, or 3

Apply the scale factors,

Reactor = Recater Gractor = Gscaler [
and Bractor = Bewa

Apply the scale factors,
Reactor = Recater Gractor = Gevar [

and Bfactor = Bscale

Apply the scale factors,

Rfactor = RGV\A; Gfactor = Gscalev
and Bfactor = Bscale

End
Fig. 6. Flowchart of white balance adjustment.

5.RESULTS

We captured GretagM acbeth ColorChecker images under five light sources and also
under household light sources. In addition to checking the stability of the propose
method, we captured test images of the same scene with and without ColorChecker. Next
we applied the original white balance method based on basic assumptions and the pro-
posed method to the test images. For make more precise comparisons between the meth-

ods, we calculated the average chromaticity, w/C,2 +C§, of the achromatic patches of
ColorChecker images as objective evaluative values. Besides objective evaluation, we
also asked group of people to choose the best image produced by the five methods. The
GretagMacbeth ColorChecker image under daylight and the results obtained by applying
the five methods are shown in Fig. 7.

To get more precise results, we also captured the images with and without Color-
Checker in order to test the stability of our method. The visual results obtained with and
without ColorChecker are shown in Fig. 8. Fig. 8 (al, bl, cl, di, el, f1) shows images
obtained with ColorChecker and Fig. 8 (a2, b2, c2, d2, €2, f2) shows images obtained
without ColorChecker.
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C) ®

Fig. 7. () Origina image captured under daylight and results obtained by applying (b) GWM, (c)
PRM, (d) FRM, (€) CWBM, and (f) our method.

(b1) (b2)
Fig. 8. (al, a2) Original image, Pots, captured under sunny conditions with (al) and without (a2)
ColorChecker. Visual results obtained after applying (b1, b2) GWM, (c1, c2) PRM, (d1,
d2) FRM, (el, €2) CWBM, and (f1, f2) our method.
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(f1) (f2)
Fig. 8. (Cont'd) (al, a2) Original image, Pots, captured under sunny conditions with (al) and with-
out (a2) ColorChecker. Visual results obtained after applying (b1, b2) GWM, (c1, c2) PRM,

(d1, d2) FRM, (el, e2) CWBM, and (f1, f2) our method.

We used the average chromaticity values of the achromatic patches of ColorChecker
as objective evaluative values to compare the five methods. The method which forces the
chromaticity value closest to zero was assumed to be the best among the five methods.
Subjective evaluative values were given by the people in the group.

The objective and subjective evaluative values for al of the test images captured
under standard as well as natural and household light sources are shown in Table 2.

The objective and subjective evauative values for the test images with and without
ColorChecker are shown in Table 3. Note that, chromaticity value was calculated just for
ColorChecker so in Table 3 (B) row contains the data of the images without Color-
Checker, in this case we can just compare the subjective values.
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Table 2. Objective and subjective (backed values) evaluative valuesfor all test images.

. Simulation

Image Original
GWM PRM FRM CWBM | Our Method
Day |(A)| 2347 | (4) 171 | (1) 206 | (0) 1562 | (1) 477 | (5) 171
Light | (B) | 1565 | (3 1.26 | (0) 1565 | (0) 1115 | (3) 9.97 | (3) 1.36
Cool | (A)| 1657 | (2 143 | (1) 142 | (0) 1150 | (6) 368 | (3) 142
White | B) | 932 |(@4) 171 |() 770 |() 704 |(2 626 | (3 380
TLea (A)| 1635 | (7) 147 | (0 142 | (0) 1166 | (0) 399 | (3) 1.29
(B)| 961 | (5 152 | (©0) 499 | (0) 10.99 | (0) 3.99 | (5) 3.97
INC. | (A)| 2007 | (3 105 |(0) 344 |(0) 1440 | (2) 766 | (4) 208
‘A | (B)| 1056 |(4) 101 | (1) 945 | (1) 760 | (2 597 | (5 108
HRZ (A)| 3319 | (4 065 | (0) 866 | (0) 2228 | (2) 7.26 | (4 0.76
(B) | 1991 | (3 157 | (0) 947 | (0) 1336 | (3) 935 | (4 231
Green 2073 | (0) 2511 | (2) 073 | (0) 2090 | (O) 118 | (7) 9.11
Steps 2009 | (1) 1636 | (2) 579 | (1) 1928 | (4) 7.93 | (3) 297
Cat 1551 | (1) 1934 | (1) 630 | (1) 1622 | (2) 938 | (6) 2.64
LCD 1050 | (0) 1282 | (1) 500 | (0) 11.85 | (3) 3.95 | (5) 250
Fog 2462 | (1) 1570 | (0) 462 | (0) 16.83 | (3) 450 | (5 7.93

Table 3. Objective and subjective (backed values) evaluative values for the test images
with and without Color Checker .

o Simulation
Image Original

GWM PRM FRM CWBM | Our Method

Doll (A) 1121 |(3) 794 | (1) 710 |(1) 949 |((B6) 997 |(2 438
®] - |- |- @~ [0~ |@ -

Foot Ball (A) 1916 | (1) 1212 |(3) 245 | (1) 1656 [(3) 917 |(5 172
®] - @~ @~ |O- (@ - [6 -

Lab (A) 1923 |(7) 210 |(0) 151 |(1) 1325 ((1) 869 |(7) 133
(B) - 6 -- @ - @ - @ - " -

Pots (A) 19.02 | (1) 2636 | (3) 19.09 | (1) 21.00 |(3) 2334 | (7) 15.02
(B) - @ - @ - @ - @ - " -

Building (A) 2306 | (2 2117 |(0) 23.06 | (1) 2301 | (4 2120 |(6) 10.21
®] - @~ [0~ |@- [@- [© -

6. CONCLUSION

According to the results of the experiments, we found some serious problems with
GWM, PRM, FRM, and CWBA. There were some situations where adjusting the white
balance destroyed the consistency of the colors in the image. Therefore, to avoid such
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situations, we make use of color cast finding equations. That helps to decide whether
apply the white balance. For some subjects, such as greenery, applying any white balance
agorithm may result in a bluish cast instead of removal of the original color cast. In our
method, we try to get rid of such problems. Under natura light sources and household
light sources our method performs the best.

The experimental results show that our method achieved the best performance in
both objective and subjective evaluation. The experiments performed with and without
Macbeth ColorChecker verify the stability of our method in removing the color cast over
the varying object scene. Again the results of varying object and varying light conditions
verify the stability of our method can be acceptable for video white balance. The draw-
back of PRM is overcome by our method by using specific range to find the brightest
pixel. Our method works under all possible conditions because the brightest pixel is used
to find the range to detect the white pixels under a color cast. In this way, our method
either removes the color cast completely or stops white balance adjustment. The com-
plexity of our proposed method is also acceptable.

The unique aspect of our method is the white object purification step and it also
opens the new way for the white balance algorithm. Due to the white object purification
step, the proposed method successfully finds the white object under any color cast re-
gardless of the light source.

7. FUTURE WORK

We will continue to perform experiments using the white object purification unit. In
some rare situations histogram equalization may not be the best way to purify the white
object in an image. Another area that needs improvement is the white balance adjustment
step. We observed that different colors exhibited different color deviation due to the dif-
ferent light sources and we just adjust rest of the color in the scene by using scale factors
calculated from white area of the scene. If we find some way to apply the scale according
to the color then we will have a proper way to remove a color cast over the al of the col-
orsin ascene.
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