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Abstract

Perceptual user interfaces will require the detection,
tracking, and recognition of faces and other body and facial
features. This paper introduces a robust, accurate, and low
cost real-time solution for the eye and face detection prob-
lem. The method uses two infra-red illumination sources to
generate bright and dark pupil images, which are combined
to robustly detect pupils. Once the pupils are detected, the
inter-ocular distance is used to determine the size and po-
sition of the bounding box around the face. The position
of other facial features such as eye brows, nose, and mouth
can be estimated once the face is detected. A real-time im-
plementation of the system, which process 30 frames per
second using interlaced images of resolution 640�480 pix-
els, is also presented.

1 Introduction

Perceptual user interfaces will require more sophisti-
cated input and output devices than the current dominant
WIMP (windows, icons, mouse, and pop-up menus) inter-
faces. Many problems still remain to be solved, such as the
development of new input sensory devices, and multi-modal
architectures that will deal with and combine the informa-
tion coming from multiple input modes to deliver more nat-
ural user interfaces.

We believe that speech understanding and vision will
constitute the most fundamental input modes due to their
unobtrusiveness and communication power. In particular,
this paper presents a new device to detect and track faces
and facial features based on computer vision techniques.
Once faces and facial features are detected and tracked,
they can be used for recognition and identification, to help
disambiguate voice commands, as a communication means
through head gestures and facial expressions, etc.

The performance of all face tracking and face recogni-
tion techniques could improve from a robust face and facial
feature detector. Several techniques have been proposed
for automatic face detection and tracking, mostly relying
on color, texture, shape, or motion cues. Face detection

techniques based primarily on skin color were suggested by
Fieguth and Terzopoulos [5], and Yang and Waibel [12].
Darrell et al.[2] detects faces from the subtraction of a
known background. Birchfield [1] uses geometric con-
straints in addition to color for tracking heads in real-time;
and De Silvaet al.[10] detects and tracks facial features us-
ing edge-based methods and templates. Other techniques
based on templates and other geometrical constraints [6, 13]
as well as artificial neural networks [9] also exist.

A different strategy is to first search for eye candidates
and then try to combine them into faces. Kothari and
Mitchell [8] use spatial and temporal information to detect
eye locations. A pool of potential candidates are selected
using gradient fields. The gradient along the iris/sclera
boundary always point outward the center of the iris (dark
pupil), thus by accumulating along these lines, the center of
the iris can be estimated by selecting the bin with highest
count. Heuristic rules and a large temporal support are used
to filter erroneous candidates.

The technique introduced in this paper explores some ge-
ometric and physiological properties of the eye to first de-
tect pupils and then use the pupil locations to determine the
size and position of faces. It does not require models (color,
geometry, templates, examples, etc), and is based on geo-
metrical and physiological properties of the eye. Although
special lighting and synchronization schemes are required,
the scene background becomes irrelevant and the pupils can
be detected in a wide range of scales and illumination con-
ditions. The next section introduces the system’s principle
of operation, Section 3 describes how pupils and faces are
segmented, and the real-time implementation is presented
in Section 4. Section 5 concludes the paper.

2 Principle of Operation

Commercial remote eye-tracking systems used for the
estimation of a person’s gaze such as those produced by
ISCAN and Applied Science Laboratories (ASL), rely on
a single light source that is positioned off-axis in the case of
the ISCAN ETL-400 systems, and on-axis in the case of the
ASL E504 systems. Illumination from an off-axis source
(and regular ambient illumination) generates dark pupil im-
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Figure 1. (a) Bright and (b) dark pupil images.
(c) Shows the di�erence of the dark from the
bright pupil after thresholding

ages (Figure 1b). When the light source is placed on-axis
with the camera optical axis, the camera is able to detect
the light reflected from the interior of the eye, and the im-
age of the pupil appears bright [7, 14], as seen in Figure 1a.
This effect is often seen as the red-eye in flash photographs.
These systems require the initial localization of the pupil in
order to begin tracking.

Pupil detection using only dark or only bright pupil im-
ages is not trivial since other regions of the image might
have similar shapes and appear as dark or as bright as the
pupils. But when combining both bright and dark pupil im-
ages, the pupils will correspond to regions with high con-
trast between the bright and dark images, as seen in Fig-
ure 1, thus simplifying the detection problem.

In a single user scenario, the position of the user’s face
can be determined once both pupils are detected. Our pupil
detection technique uses a single wide field of view camera
and two light sources. For convenience, we use near infra
red (IR) light, which is almost invisible to the human eye,
and a black and white camera. The wide field of view allows
for the detection of multiple pupils. Geometric constraints
could also be used to group the pupils, so that several heads
could be detected and tracked.

Two sets of IR LED’s are distributed symmetrically
around the camera’s optical axis in order to generate con-
centric reflections on the cornea. Symmetry is not a require-
ment for pupil detection, but it reduces shadow artifacts.
Consider that the sets are composed of two concentric rings
as shown in Figure 2. The inner ring is placed very close to
the camera’s optical axis, and when turned on, it generates
a bright pupil image, such as the example shown in the Fig-
ure 1a. The outer ring has a larger radius, large enough to
generate a dark pupil image, such as the one shown in the
Figure 1b. Observe that the glints, or corneal reflections,
from the on and off-axis light sources can be easily identi-
fied as the bright regions in the iris. Figure 1c shows the
thresholded difference of the dark from the bright pupil im-
ages. Observe that only the pupil region is segmented due
to the high contrast, within that region, between the dark
and bright pupil images.
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Figure 2. Camera and infra red illuminators

2.1 Related Work

Tomonoet al.[11] and Ebisawa and Satoh [4] have devel-
oped systems very similar to the one presented in this paper.
Both systems are based on the differential lighting scheme
to track the pupil and estimate the point of gaze, which also
requires the detection of the corneal reflections created by
the light sources.

Tomonoet al.[11] developed a real-time imaging system
composed of a 3 CCD camera and 2 near infra red (IR) light
sources with different wavelengths. Ebisawa and Satoh [4]
also use two light sources, but both with the same wave-
length to generate the bright/dark pupil images. The detec-
tion of the corneal reflection created by the light sources re-
quires the use of a narrow field of view camera (long focal
length) since the reflection is in general very small. Ebi-
sawa [3] also presents a real-time implementation of the
system using custom hardware and pupil brightness stabi-
lization for optimum detection of the pupil and the corneal
reflection.

The system presented in this paper introduces a much
simpler and inexpensive solution for the pupil detection
problem, and it is also based on the differencing followed
by thresholding technique using bright and dark pupil im-
ages. We also extend the problem to detect multiple pupils,
and group them into faces.

3 Pupils and Face Detection

Pupils are detected from thresholding the difference of
the dark from the bright pupil images (Figure 1c). Since in-
terlaced images are being used, the difference image can be
computed directly from line subtraction. Figure 3 shows a
magnified view of the pupil from the interlaced input frame.
The pupil images in Figure 1 are subsampled horizontally
for better visualization. The resolution of the input camera
frames are 640�480 pixels, so that the dark and bright pupil



Figure 3. Magni�ed region around the pupil
from an interlaced frame

images are 640�240 pixels, and the images of Figure 1 are
320�240 pixels.

In the case of large pupil displacements due to fast mo-
tion of the head and/or eyes, the pupils can be lost. They
are detected again as soon as there is some pupil overlap
between fields. If the motion is small, so that some over-
lap exists, pupils can still be detected, but motion artifacts
might make this task more difficult.

Most motion artifacts can be filtered by considering a
larger temporal support, i.e., more than two frames are con-
sidered for pupil detection. If the eyes do not move much
during the sampling period ofF frames, the pupils can be
detected as high contrast regions from the differences be-
tween all consecutive pairs, while most motion artifacts are
detected only between some of the pairs (motion from some
particular textured surfaces could also be present after tem-
poral filtering). This method introduces a delay ofF�1
frames every time the pupil is lost, since the pupil must
remain approximately still for at leastF frames until it is
detected again.

Pupil candidates are determined from the thresholded
image using a simple region labeling algorithm. The can-
didates are further constrained based on the aspect ratio and
size of the labelled components. The two best pupil can-
didates are then used to determine the size and position of
the face using the following heuristic rule. It is considered
that the aspect ratio of a face is 4�5, when normalized by
half the inter-ocular distance given by the two pupil candi-
dates. The aspect ratio can be changed arbitrarily, but the
normalization by a factor of the inter-ocular distance makes
it possible to automatically scale the box around the face to
an appropriate size. The middle point between the pupils
lies on the coordinate (2,2). Figure 4 shows examples of
faces detected using the above scheme.

Other rules and constraints could also be used to detect
multiple faces from multiple pupils. Simple methods such
as nearest neighbor and temporal consensus could be used
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Figure 4. Example of faces detected by the sys-
tem. Column (a) shows the bright pupil im-
ages, (b) the dark pupil images, and (c) the
detected faces

to group pairs of pupils, and then for each pair apply the
same heuristic used for single faces.

4 System Implementation

We have developed a real-time (30 frames per second)
implementation of the pupil and face detection system on
a single processor Pentium II-333 MHz machine. It uses
a PCI frame grabber with no on-board processing capabil-
ities for image acquisition, and the interlaced frames are
synchronized with the bright and dark pupil illuminators by
special hardware.

The system process live NTSC video generated by a
B&W camera. The video signal is interlaced, i.e., each im-
age frame is composed by an even and an odd field, each
field with half the vertical resolution of the original frame.
Extra hardware was developed to synchronize the even and
odd fields with the inner and outer rings respectively, i.e.,
when the inner ring is on, an even field is being scanned,
and alternately, when the outer ring is on, an odd field is
scanned. When the frame grabber digitizes an image, both
fields are passed to the computer simultaneously. Hence,
even if the computer drops a frame, synchronization is never
lost. Different circuitry is required to synchronize the illu-
minators with image frames instead of fields. The advan-
tage is that the frames are of higher resolution. On the
other hand, synchronization becomes harder in the event
of dropped frames, and motion artifacts become more no-
ticeable due to the lower sampling rate, which is 30Hz for
frames and 60Hz for fields.

Figure 5 shows the pupil detection system operating with
typical noisy data. Simple thresholding after subtraction is
used. To eliminate artifacts, high contrast regions only one
pixel wide were eroded. Observe that the pupils from all
subjects were detected, and the false eyes (glass marbles)
in the center of the images were rejected since they do not
have the correct optic and geometric properties that produce



a b c

Figure 5. (a) Bright and (b) dark pupil images. (c) Multiple pupils detected from subtraction and
thresholding, after erosion

the bright/dark eye effect. Note also that the system is quite
robust even for people wearing glasses.

5 Conclusion

We have described a real-time system for eye and face
detection that can be used to improve the performance of
any interactive eye/face tracking and face recognition sys-
tem. The even and odd fields of a video camera are synchro-
nized with two IR light sources, generating dark and bright
pupil images. Pupil detection is based on thresholding the
difference between these images. Once the pupils are de-
tected, they are used to determine the size and position of
the face. The robustness of the technique is demonstrated
by a real-time implementation that process 30 frames per
second using interlaced frames of resolution 640�480�8
pixels.

The system has been successfully tested for a very large
number of people, and it is inexpensive and very compact.
Future extensions of this work include a system for gaze
estimation, and multiple face and facial features detection
and tracking.
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